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Abstract

Large once–off events cause large changes in prices but may not affect volatility and correlation dynamics as much as smaller events. Standard volatility models may deliver biased covariance forecasts in this case. We propose a multivariate volatility forecasting model that is accurate in the presence of large once–off events. The model is an extension of the dynamic conditional correlation model (DCC) model. In our empirical application to forecasting the covariance matrix of the daily EUR/USD and Yen/USD return series, we find that, compared to the DCC model, our method produces more precise out–of–sample covariance forecasts. Furthermore, when used in portfolio allocation, it leads to portfolios with similar return characteristics but lower turnover and hence higher profits.
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1 Introduction

Prices of financial assets sometimes exhibit large jumps caused by once–off events, such as news announcements and it is often found that such extreme returns affect volatility less than a standard GARCH model would predict.\footnote{See e.g. Andersen, Bollerslev, and Diebold (2007), Bauwens and Storti (2009) and Carnero, Peña, and Ruiz (2012).} Using standard GARCH in such cases therefore leads not only to an overestimation of volatility for the days following the event, but, since the unconditional volatility forecast is upward biased, all volatility forecasts tend to be larger than they otherwise would be. A similar argument applies for correlation estimates. If only one of the stocks is subject to a large jump in prices, it biases the correlation estimates towards zero. In the case of co–jumps of the same (opposite) sign, the correlations are biased towards (minus) one.

Our objective in this paper is the development of a multivariate volatility forecasting model that is accurate in the presence of once–off events causing large changes in prices whilst not affecting volatility dynamics. There are two main directions one could take in the development of such a model. Either by explicitly modeling a jump process within a standard volatility model or by employing a robust estimation procedure for a standard volatility model. The former approach is necessary in applications where the properties of the jumps are of interest. However, jumps in daily returns are rare events and estimates of the jump process have large confidence bands. If the ultimate objective is forecasting volatility, a robust approach may therefore be a better choice, and this is what we do in this paper.

Our starting point is the univariate procedure proposed by Muler and Yohai (2008) for the estimation of GARCH models, whereby the impact of returns on volatility forecasts is bounded. They term this procedure as “bounded innovation propagation” (BIP) GARCH. We adjust their procedure to make it suitable for multivariate volatility forecasting when the underlying assets are subject to once–off shocks. This is the main contribution of the paper.

The most widely used models for forecasting conditional covariances and correlations
are the BEKK model of Engle and Kroner (1995) and the dynamic conditional correlation model (DCC) of Engle (2002). Boudt and Croux (2010) proposed a robust estimation method for the BEKK model. Their robust model bounds the impact of jumps on the conditional variance of each asset based on the extremeness of the complete lagged return vector. This makes their model not suited for volatility forecasting since on the days following a jump in one of the assets, it underestimates the volatility of the assets that have not jumped. To avoid this and preserve the positive definiteness of the covariance forecasts, we choose to disentangle the robust forecasting of univariate volatilities and correlations and take the Aielli (2009) version of the dynamic conditional correlation model (cDCC) of Engle (2002) as our baseline model.

We make three extensions to the cDCC model. First, we use BIP–GARCH for the univariate volatilities instead of a standard GARCH. Second, we bound the impact of large innovations on the correlation matrix, through a BIP procedure in the update equation of the conditional correlation, along with a robust procedure to estimate the unconditional correlation. Finally, we propose a robust M–estimator for the parameters of the correlation dynamics. These three extensions ensure that extreme once–off events have little influence on the covariance predictions made by the proposed BIP–cDCC model.

We compare our model with the baseline models (standard GARCH and cDCC) by a variety of means. First, we run a Monte Carlo experiment to study the effect of jumps on the cDCC parameter estimates. The results indicate that estimates from the baseline model can result in a large bias when the data has additive jumps, while the BIP procedure provides accurate estimates of the parameters.

Second, the conditional covariance forecasts are compared with ex post covariance estimates based on high–frequency data. Using the model confidence set methodology, proposed by Hansen, Lunde, and Nason (2011), we find that the BIP models always belong to the set of superior forecasting models. Moreover, for most forecast horizons, their covariance forecasts are significantly better than all other models considered.

Our key empirical conclusion follows from applying the BIP model to the problem
of optimal portfolio allocation where we study an investor who adopts a volatility
timing strategy where the changes in ex ante optimal portfolio weights are solely
determined by the forecasts of the conditional covariance matrix. We find that the
portfolio returns when using the BIP method have similar unconditional first and
second moments as when the baseline model is employed. However, by using the
BIP procedure we increase profits because the BIP conditional covariance matrices
are more stable, resulting in lower portfolio churn and thus lower transaction costs.
Therefore, even if both procedures have same mean return and standard deviation,
net of transaction costs, the BIP procedure yields more profits overall.

The structure of the paper is as follows. Section 2 describes the univariate BIP–
GARCH volatility forecast model. Section 3 then proposes the robust conditional
correlation forecasting method. These forecasts rely on robust M-estimates of the
dependence parameters, a BIP–cDCC conditional correlation model and a robust
estimate of the unconditional correlation. Section 4 reports the results of the Monte
Carlo study on the effect of jumps on parameter estimates of the cDCC and BIP–
cDCC models. Section 5 evaluates the forecasting precision of the models, using
high–frequency data covariance estimates as proxies for the true covariance. Section
6 analyzes the economic consequences of using the BIP–cDCC model for a minimum
variance investor. Finally, Section 7 summarizes our main findings and points out
some directions for future research.

2 Univariate Volatility Forecasting in the Presence of Extremes

Many volatility models, such as GARCH, are based on the assumption that each
return observation has the same relative impact on future volatility, regardless of
the magnitude of the return. This assumption is at odds with an increasing body
of evidence indicating that the largest return observations have a relatively smaller
effect on future volatility than smaller shocks (see for instance Andersen, Bollerslev,
and Diebold, 2007).
One reason is the occurrence of extremely large shocks caused by once-off events that cannot be expected to influence future volatility much. In the webappendix, this is illustrated with the example of the stock price of Apple, which fell 52% on September 29, 2000 after it warned its fourth-quarter profit would fall well short of Wall Street forecasts.

Several proposals for explicitly addressing how extreme returns affect volatility have been made, e.g. Andersen, Bollerslev, and Diebold (2007) and Corsi, Pirino, and Renó (2008) who use a simple restricted autoregressive model to forecast the realized volatility. They show that decomposing volatility into a jump component and a continuous component results in the jump component being considerably less persistent than the continuous component.

Carnero, Peña, and Ruiz (2006), Franses and Ghysels (1999), and Muler and Yohai (2008), among others, propose new methods designed to estimate the parameters of a GARCH(1,1) model in the presence of additive, but once-off, jumps. After subtracting the mean $\mu$, the observed return series $s_t^*$ has a standard normal GARCH component $y_t$ and a jump component $a_t$, i.e.

$$ s_t = s_t^* - \mu = y_t + a_t $$
$$ y_t = \sqrt{h_t} z_t \text{ where } z_t \sim \text{i.i.d. } N(0,1) $$
$$ h_t = \omega + \alpha_1 y_{t-1}^2 + \beta_1 h_{t-1}. $$

The assumption of normal innovations could be replaced by another distributional hypothesis.

In the economic literature, the occurrence of additive jumps is mostly modeled by means of a Poisson distribution, such as in Vlaar and Palm (1993) and Chan and Maheu (2002). Such a parametric approach requires one to further specify and estimate a model governing the time-varying jump intensity and also the jump size. This leads to an increased complexity of the estimation method (especially in a multivariate framework) and a potential specification bias. Moreover, because of the low frequency of extremes in the sample, these estimates often have wide confidence bands.
If the ultimate objective is forecasting volatility, inference on the jump process is not needed to produce accurate volatility forecasts. In the “robust” approach, jumps are automatically detected in the estimation step and their effect on parameter estimation and volatility forecasts is bounded.

In absence of jumps (i.e., when \( a_t = 0 \ \forall t \)), model (2.1)-(2.3) reduces to a standard GARCH(1,1) with normal innovations. This model is usually estimated by (Q)ML. When \( a_t \neq 0 \) for some \( t \in \{1, \ldots, T\} \), \( y_t \) and \( a_t \) are not directly distinguishable from \( s^*_t \). In this case the Gaussian QML is not appropriate because \( a_{t-1} \) has no impact on \( h_t \) while assuming a GARCH(1,1) for \( s^*_t \) would imply \( h_t = \omega + \alpha_1 (y_{t-1} + a_{t-1})^2 + \beta_1 h_{t-1} \), i.e., a large and slowly decaying effect of \( a_{t-1} \) on future volatility predictions.

Furthermore, if \( \text{E}(a_t) \neq 0 \), \( \mu \) is no longer the unconditional mean of \( s^*_t \) and thus both its QML estimate and the empirical mean are expected to be strongly biased.

2.1 BIP–GARCH and robust M–estimator

Muler and Yohai (2008) (MY) show that one can limit the effect of \( a_t \) on the estimation of the parameters of the GARCH model by using a modified GARCH specification downweighing the effect of past jumps \( (a_{t-1}) \) on time \( t \) conditional variance. Their approach estimates the GARCH parameters and detects jumps jointly, by identifying returns as jumps when a return is an extreme outlier under the estimated GARCH model. Because of the time–varying volatility, extremes need to be identified by the squared devolatilized return \( s^2_{t-1}/h_{t-1} \) rather than the squared return itself. Otherwise, jumps would be overdetected on days with high volatility and underdetected on days with low volatility. This leads to an auxiliary GARCH(1,1) model with weights on extremes:

\[
h_t = \omega + \alpha_1 w \left( \frac{s^2_{t-1}}{h_{t-1}} \right) s^2_{t-1} + \beta_1 h_{t-1}, \tag{2.4}
\]

where \( w(\cdot) \) is a weight function. Since \( s^2_{t-1}/h_{t-1} \) is chi–square distributed with one degree of freedom if there is no jump a time \( t - 1 \), it is natural to detect a jump occurrence in \( s^2_{t-1} \) if \( s^2_{t-1}/h_{t-1} \) exceeds \( k_{\delta,1} \), the \( \delta \) quantile of the chi–square
distribution with one degree of freedom. The weight function used by MY is given by
\[ w_{k,1}^{\text{MY}}(u) = \min\left(1, \frac{k_{\delta,1}}{u}\right). \]  
(2.5)

Model (2.4) with weight function (2.5) is called Bounded Innovation Propagation (BIP)–GARCH since the effect of past shocks on future volatility is bounded. MY show that the combination of a BIP–GARCH with an outlier robust M–estimator considerably reduces the root mean squared error (RMSE) of the parameter estimates in presence of additive jumps.²

For the estimation of the BIP–GARCH model, MY recommend using a M–estimator that minimizes the average value of an objective function \( \rho(\cdot) \), evaluated at the log–transform of squared devolatilized returns, i.e.
\[ \hat{\theta}^\mu = \arg\min_{\theta \in \Theta} \frac{1}{T} \sum_{t=1}^{T} \rho \left( \log \frac{s_t^2}{h_t} \right). \]  
(2.6)

For robustness, this \( \rho \)–function needs to downweight the extreme observations and hence the jumps. The choice of \( \rho(\cdot) \) trades off robustness vs. efficiency. Based on a comparison of several candidate \( \rho \)–function in the webappendix (Boudt, Danielsson, and Laurent, 2012), we recommend the one associated to the Student \( t_4 \) density function:
\[ \rho_2(z) = -z + \sigma_{1,4} \rho_{1,4}(\exp(z)), \]
where
\[ \rho_{t,N,\nu}(u) = (N + \nu) \log \left( 1 + \frac{u}{\nu - 2} \right) \]  
(2.7)
and
\[ \sigma_{N,\nu} = \frac{N}{E[\rho_{t,N,\nu}'(u)u]}, \]  
(2.8)
with \( u \) a chi–squared random variable with \( N \) degrees of freedom. \( \sigma_{N,4} \) is reported in Table 1 for \( N = 1, 2, 5, 10 \) and 50 and is needed to ensure Fisher consistency, as shown in Boudt and Croux (2010). Carnero, Peña, and Ruiz (2012) document the

²Harvey and Chakravarty (2008) propose an alternative weight function based on the score of the \( t \) distribution with \( \nu \) degrees of freedom \( w_{\nu}^{HC}(u) = \frac{u^{\nu+1}}{2\nu u^{2\nu}}. \)
Table 1: Correction factor $c_{\delta,N}$ for the weighted variance estimator, the BIP–GARCH model and for the M–estimator of (c)DCC models with $N$–dimensional Gaussian innovations

<table>
<thead>
<tr>
<th>$N / \delta$</th>
<th>$c_{\delta,N}$</th>
<th>$\sigma_{N,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.99</td>
<td>0.8260</td>
</tr>
<tr>
<td>2</td>
<td>1.0101</td>
<td>1.0257</td>
</tr>
<tr>
<td>5</td>
<td>1.0050</td>
<td>1.0526</td>
</tr>
<tr>
<td>10</td>
<td>1.0028</td>
<td>1.0154</td>
</tr>
<tr>
<td>50</td>
<td>1.0009</td>
<td>1.0053</td>
</tr>
</tbody>
</table>

good properties of the MY procedure in forecasting volatilities in the presence of additive outliers. We propose two modifications for the MY procedure that further improve the accuracy of the volatility forecasts.

2.2 A Modified MY Procedure

In the BIP–GARCH model of (2.4) also returns that are not affected by jumps are downweighted. Our simulations (available upon request) show that a smaller bias in the GARCH parameters based on the BIP specification are obtained when modifying the MY weighting scheme to ensure that the conditional expectation of the weighted squared unexpected shocks is still the conditional variance in absence of jumps, i.e.

$$w_{k,1}(u) = c_{\delta,1} w_{k,1}^{MY}(u), \quad (2.9)$$

where

$$c_{\delta,N} = \frac{E[u]}{E[w_{k,1}^{MY}(u)u]} = \frac{1}{F_{\chi^2_{N+2}}(\chi^2_N(\delta)) + (1 - \delta)\chi^2_N(\delta)}, \quad (2.10)$$

with $u$ a chi–square random variable with $N$ degrees of freedom.\textsuperscript{3} Table 1 reports the correction factors $c_{\delta,1}$ for various values of $\delta$.

\textsuperscript{3}The multivariate notation is used here, since the correction factor will also be useful for robust estimation of correlation parameters in Section 3.
A second modification of the MY procedure is that we integrate reweighted estimates of the mean and variance in the forecasting procedure. The above definitions of the BIP–GARCH model and M–estimators are for $s_t = s_t^* - \mu$. MY assume that $\mu = 0$ and thus only focus on the conditional variance. Unfortunately, this assumption may not hold in practice and a jump robust estimator of $\mu$ is therefore needed. Furthermore, MY estimate the intercept $\omega$ jointly with the parameters $\alpha$ and $\beta$. As noted by Engle and Mezrich (1996), this is especially difficult if $\alpha$ and $\beta$ add up to a number very close to one, as the intercept will be very small but must remain positive.

Engle and Mezrich (1996) propose variance targeting as an estimation procedure where $\omega$ is reparameterized as $\hat{\omega}(1 - \alpha_1 - \beta_1)$ (with $\hat{\omega}$ a consistent estimator of the unconditional variance $\omega$) before estimating the remaining parameters. Francq, Horvath, and Zakoian (2011) show that when the model is misspecified, the variance targeting estimator can be superior to the QMLE for long–term prediction or Value–at–Risk calculations.

In absence of outliers, natural choices for $\hat{\mu}$ and $\hat{\omega}$ are the sample mean and the sample variance of the returns. However, these estimators are known to be very sensitive to outliers (e.g. outliers causing a large upward bias in the sample variance). We therefore propose to use robust reweighted mean and variance estimators proposed by Boudt, Croux, and Laurent (2011a) and described in the next subsection. In the webappendix (Boudt, Danielsson, and Laurent, 2012), we verify the accuracy of the BIP M–estimator with Student $t_4$ loss function and targeting towards the robust reweighed mean and variance, relatively to the QML estimator and the estimators considered in MY.

### 2.3 Reweighted Mean and Variance Estimators

In a high-frequency data setting, Boudt, Croux, and Laurent (2011a) propose to estimate the unconditional mean $\mu$ and variance $h$ through a mean and variance estimate in which local outliers receive a zero weight. The locality of the outlier detection method is needed in order to avoid an overdetection of outliers at times
of high volatility and an underdetection when volatility is low (Boudt, Croux, and Laurent, 2011b). This method first estimates for each observation the median absolute deviation $mad_t$ of the returns in a window around that observation.\footnote{The mad of a sequence of observations $x_1, \ldots, x_n$ is defined as $1.486 \cdot \text{median}_i(|x_i - \text{median}_j(x_j)|)$, where 1.486 is a correction factor to guarantee that the mad is a consistent scale estimator at the normal distribution.} The reweighted sample mean and variance are then

$$
\hat{\mu} = \frac{\sum_{t=1}^{T} s^*_t I_t}{\sum_{t=1}^{T} I_t} \quad \text{and} \quad \hat{h} = 1.318 \cdot \frac{\sum_{t=1}^{T} (s^*_t - \hat{\mu})^2 J_t}{\sum_{t=1}^{T} J_t},
$$

(2.11)

with

$$
I_t = I \left[ \frac{(s^*_t - \text{median}_i(s^*_t))^2}{mad^2_t} \leq \chi^2_{1}(95\%) \right] \quad \text{and} \quad J_t = I \left[ \frac{(s^*_t - \hat{\mu})^2}{mad^2_t} \leq \chi^2_{1}(95\%) \right],
$$

(2.12)

and $\chi^2_{1}(\delta)$ is the $\delta$ quantile of the $\chi^2$ distribution with 1 degree of freedom and 0 otherwise. The correction factor 1.318 is a constant adjusting for the bias due to the thresholding.

Practically, the local window around every observation $s^*_t$ is the one that spans the interval $[t - K/2, t + K/2]$. At the borders, when $t < K/2$, the interval is given by $[1, K + 1]$ or when $t > T - K/2$, the interval is given by $[T - K, T]$. The choice of $K$ must be such that the local window contains as many observations as possible while still satisfying the condition that, approximately, the returns in the local window that are not affected by outliers come from the same normal distribution. Ideally, the choice of $K$ should thus depend on the persistence of the underlying GARCH model. Through simulation, we tried several values of $K$ for common GARCH models. We found that, since $K$ affects only the weights in (2.12) it is not a critical tuning parameter. Throughout the paper, we set $K = 30$. A topic for further research is to create a data-driven method for optimally selecting the length of the local window, as in e.g. Mercurio and Spokoiny (2004).
2.4 Forecasting with Univariate BIP–GARCH Models

In the GARCH(1,1) model in (2.3), the optimal \(r\)-step-ahead forecast of the conditional variance, \(h_{t+r|t} \equiv E_t(h_{t+r})\) is given by:

\[
h_{t+r|t} = \hat{\omega} + \hat{\alpha}_1 y^2_{t+r-1|t} + \hat{\beta}_1 h_{t+r-1|t},
\]

(2.13)

where \(y^2_{t+r-1|t} \equiv E_t[y^2_{t+r-1}]\), which is \(h_{t+r-1|t}\) for \(r = 2, 3, \ldots\) and \(y_t^2\) for \(r = 1\). Similarly, \(r\)-step-ahead forecasts of the conditional variance of the BIP–GARCH(1,1) are obtained as follows

\[
h_{t+r|t} = \hat{\omega} + \hat{\alpha}_1 w y^2_{t+r-1|t} + \hat{\beta}_1 h_{t+r-1|t},
\]

(2.14)

where \(w y^2_{t+r-1|t} \equiv E_t[w_{k_{t,1}} (y^2_{t+r-1}/h_{t+r-1}) y^2_{t+r-1}]\), which is \(h_{t+r-1|t}\) for \(r = 2, 3, \ldots\) and \(w k_{t,1} (y^2_t/h_t) y^2_t\) for \(r = 1\), because \(w_{k_{t,1}}\) in (2.9) is chosen such that \(E[w_{k_{t,1}}(u)u] = 1\) for \(u\) a \(\chi^2_1\) random variable (which does not hold for the original specification of MY).

Note that (2.13) and (2.14) are based on expectations of future squared returns under the assumption of a model without price jumps. In the presence of jumps, \(y_t\) is not observed and is naturally replaced by \(s_t\) in the above formulas. Extremes thus affect the forecasts not only through a potential bias in the parameter estimation, but also because lagged returns are used to forecast future variances. The effect of these outliers on future variances is unbounded under the GARCH model, but limited under the BIP–GARCH model.

3 Extremes and Multivariate Volatility Forecasting

The effect of extremes on univariate volatility forecasting can equally be expected to be present in the forecasting of correlations. In contrast with the large literature on robust estimation of univariate GARCH models, discussed above, little work exists
on estimation of multivariate GARCH models in the presence of once-off jumps. We are aware of only one paper, i.e. Boudt and Croux (2010), proposing a method for robust estimation of the BEKK covariance matrix (Engle and Kroner, 1995).

### 3.1 Baseline Model

Our baseline model is a multivariate version of (2.1)-(2.3), where the vector of demeaned observed returns $S_t = (s_{1,t}, \ldots, s_{N,t})'$ is composed of two non-observable components, a GARCH(1,1)-cDCC process $Y_t = (y_{1,t}, \ldots, y_{N,t})'$ and an $N$-dimensional additive jump process $A_t$:

$$\begin{align*}
S_t &= Y_t + A_t \\
Y_t &= H_t^{1/2}Z_t \quad \text{where } Z_t \sim \text{i.i.d. } N(0, I_N). 
\end{align*}$$

Let $R_t$ be the conditional correlation matrix with $R_{ij,t}$ its $(i,j)^{th}$ element and define $D_t$ as the diagonal matrix containing the conditional variances $h_{ii,t}$, i.e.,

$$D_t = \text{diag}(h_{11,t}^{1/2} \ldots h_{NN,t}^{1/2}).$$

The cDCC conditional covariance matrix $H_t$ is given by:

$$H_t = D_t R_t D_t = \left( R_{ij,t} \sqrt{h_{ii,t} h_{jj,t}} \right).$$

The conditional correlation $R_t$ is based on the matrix process $Q_t$, whose time-variation is driven by the devolatilized returns $\tilde{Y}_t = (\tilde{y}_{1,t}, \ldots, \tilde{y}_{N,t})' = D_t^{-1}Y_t$, i.e.

$$Q_t = (1 - \alpha - \beta)Q + \alpha P_{t-1} \tilde{Y}_{t-1} \tilde{Y}_{t-1}' P_{t-1} + \beta Q_{t-1},$$

with $P_t = \text{diag}(q_{11,t}^{1/2} \ldots q_{NN,t}^{1/2})$, $Q$ the unconditional correlation matrix of $P_t \tilde{Y}_t$ and $\alpha$ and $\beta$ are nonnegative scalar parameters satisfying $\alpha + \beta < 1$.\footnote{The extension of the scalar-cDCC model (and its robust version discussed in the next section) to the more general cases where $\alpha$ and $\beta$ are $N \times N$ matrices (Engle, 2002) or block-diagonal (Billio, Caporin, and Gobbo, 2006) is straightforward but not investigated here for the sake of simplicity.} This matrix is
then linked to the conditional correlation matrix as follows

\[ R_t = \text{diag} \left( q^{-1/2}_{11,t} \ldots q^{-1/2}_{NN,t} \right) Q_t \text{ diag} \left( q^{-1/2}_{11,t} \ldots q^{-1/2}_{NN,t} \right). \]  

(3.6)

Under the cDCC model, the estimation of the matrix \( \overline{Q} \) and the parameters \( \alpha \) and \( \beta \) are intertwined, since \( \overline{Q} \) is estimated sequentially as the correlation matrix of \( P_t \tilde{Y}_t \), where \( P_t \) also depends on \( \alpha \) and \( \beta \). However since \( P_t \) only involves the diagonal elements of \( Q_t \), the diagonal elements of which do not depend on \( \overline{Q} \) (because \( \overline{Q}_{ii} = 1 \) for \( i = 1, \ldots, N \)), Aielli (2009) shows that for given values of \( \alpha \) and \( \beta \)

\[ q_{ii,t} = (1 - \alpha - \beta) + \alpha q_{ii,t-1} \tilde{y}^2_{i,t-1} + \beta q_{ii,t-1}, \quad i = 1, \ldots, N. \]  

(3.7)

The remainder of the estimation procedure of Aielli (2009) is an iteration until convergence of (i) estimation of \( \overline{Q} \) as the sample correlation of \( P_t \tilde{Y}_t \) and (ii) multivariate Gaussian QML estimation of \( \alpha \) and \( \beta \) using the cDCC specification.

### 3.2 A cDCC Model with Weights on Extremes

In the presence of additive jumps, i.e. \( A_t \) in (3.2), the cDCC procedure in Section 3.1 is likely to deliver biased parameter estimates and hence covariance forecasts. To remedy this, we propose three modifications to the original cDCC, i.e.,

i) the replacement of GARCH with the BIP–GARCH model on \( S_t = (s^*_{1,t} - \hat{\mu}_1, \ldots, s^*_{N,t} - \hat{\mu}_N) \) as described in Section 2.2 and Appendix A to compute the devolatilized returns \( \tilde{S}_t = D_t^{-1}S_t \);

ii) estimation of \( \overline{Q} \) with a robust correlation estimator;

iii) and replacement of the cDCC model with a BIP–cDCC specification.

In the BIP–cDCC model, the effect of \( \tilde{S}_{t-1}^{\prime} \tilde{S}_{t-1} \) on \( Q_t \) is bounded. The BIP–cDCC model must only bound the most extreme returns and still yield positive semidefinite covariance matrices. The latter condition is verified if the weights are positive.
and identical for all elements in $\tilde{S}_{t-1}^\prime$. This calls for a scalar measure of the extremeness of $\tilde{S}_{t-1}$, and to apply the bounding, the distribution of this statistic should be known.\footnote{The use of thresholds to model the conditional correlations of financial return series is also considered in Audrino and Trojani (2011). Their threshold is however based on the average cross-product of the components of $\tilde{S}_{t-1}$. In the presence of time-varying conditional correlations, the distribution of this statistic is unknown. Audrino and Trojani (2011) use a data-driven method to estimate a fixed threshold. Because of the time-variation in the distribution of their statistic, this approach may not be optimal.}

Under the standard cDCC model without jumps, $\tilde{S}_{t-1}$ is conditionally normally distributed with mean zero and covariance matrix $R_{t-1}$. Cox (1968) and Healy (1968) proposed to use the squared Mahalanobis Distance (MD) to detect extremes in multivariate normal data, i.e.,

$$d_{t-1} = \tilde{S}_{t-1}^\prime R_{t-1}^{-1} \tilde{S}_{t-1}. \quad (3.8)$$

The MD is conditionally distributed as a chi-square random variable with $N$ degrees of freedom. If any of the components in $\tilde{S}_{t-1}$ is an extreme or $\tilde{S}_{t-1}$ is a correlation outlier, the MD will be inflated. Hence, if $d_{t-1}$ exceeds a high quantile of the $\chi^2(N)$ distribution (denoted $k_{\delta,N}$), it is likely that $S_{t-1}$ is an extreme return and should be downweighted. We can thus use a similar weight function as in the univariate BIP–GARCH model. The BIP–cDCC then takes the form

$$Q_t = (1 - \alpha - \beta)\bar{Q} + \alpha w_{k_{\delta,N}}(d_{t-1}) P_{t-1} \tilde{S}_{t-1}^\prime \tilde{S}_{t-1}^\prime P_{t-1} + \beta Q_{t-1}, \quad (3.9)$$

where $w_{k_{\delta,N}}(u) = c_{\delta,N} \min \left(1, \frac{k_{\delta,N}}{u}\right)$ is as in (2.9) but the threshold $k_{\delta,N}$ and correction factor $c_{\delta,N}$ are now computed under the $\chi^2(N)$ distribution (see Table 1). The correction factor $c_{\delta,N}$ is such that $\mathbb{E}[w_{k_{\delta,N}}(Z^\prime Z)ZZ'] = I_N$ if $Z \overset{i.i.d.}{\sim} N(0, I_N)$. The choice of $\delta$ is based on an efficiency versus robustness trade-off. If all return observations follow the cDCC model, then the BIP–cDCC model induces a bias and larger mean squared errors in the estimated parameters. The higher the values of $k_{\delta,N}$, the closer the BIP–cDCC model is to the cDCC model and hence the smaller the misspecification bias is. But large values of $k_{\delta,N}$ also imply that the effect of extremes on correlations becomes larger. In the remainder of the paper, we take...
\[ \delta = 0.975. \]

Note that in the univariate case, the MD is just the squared devolatilized return. Our multivariate technique for bounding is thus analogous with the approach proposed in Section 2.2.

### 3.3 Reweighted Unconditional Correlation Estimator

In the cDCC model the intercept of \( Q_t \) is an explicit function of \( \mathcal{Q} \), the long run correlation matrix of \( \tilde{S}_t \), typically estimated by the sample correlation of \( \tilde{S}_t \).\(^7\) The presence of additive jumps is likely to bias this estimate, just like it does for volatilities. It is thus desirable to replace the simple correlation matrix with an estimator that is more robust in the presence of such extremes.

We propose using a robustly reweighted correlation estimator that is proportional to the sample correlation of the observations for which no extreme has been detected using a multivariate test statistic based on local correlation estimates. It is analogous to the reweighted mean and variance estimators of Subsection 2.3.

As for the reweighed variance estimator in (2.12), the reweighted correlation estimator proceeds in two steps. First the Spearman correlation matrix \( RC_t \) is computed in a local window around every observation \( \tilde{S}_t \). More precisely, write \( \tilde{S}_{t:1}, \ldots, \tilde{S}_{t:K+1} \) as the time ordered observations in the window \( t \). Then rank each component series within the local window. Denote the vector series containing these ranks \( L_{t:1}, \ldots, L_{t:K+1} \). The raw Spearman correlation matrix \( C_t \) for the window around \( \tilde{S}_t \) is the sample correlation matrix of \( L_{t:1}, \ldots, L_{t:K+1} \). Moran (1948) showed that this correlation matrix needs to be corrected as follows to ensure consistency:

\[
SC_t = 2 \sin \left( \frac{1}{6} \pi C_t \right). \tag{3.10}
\]

Advantages of the Spearman correlation matrix with respect to other robust correlation estimators include its computational simplicity, high efficiency and outlier

\(^7\)We suppose that \( N/T \) is not close to one. If \( N/T \) is close to one, the correlation matrix is ill-conditioned and other methods, such as shrinkage estimators, are preferred (see Hafner and Reznikova 2011).
robustness, as shown by Croux and Dehon (2010). The locality is needed such that 
\( \tilde{S}_t^t S_{C_t}^{-1} \tilde{S}_t \) is approximately chi-square distributed with \( N \) degrees of freedom (see Subsection 3.2).

The second step is then to compute the robust reweighted correlation estimator:

\[
RC = \frac{c_{0.95,N}}{\sum_{t=1}^T L_t} \sum_{t=1}^T \tilde{S}_t^t \tilde{S}_t',
\]

with weights \( L_t = I[\tilde{S}_t^t RC_t^{-1} \tilde{S}_t \leq \chi^2_N(0.95)] \). The scalar \( c_{0.95,N} \) is as defined in (2.10). The reweighted (RW) correlation estimator of \( \bar{Q} \), denoted \( \hat{Q}_{RW} \) is given by

\[
\hat{Q}_{RW} = \text{diag} (RC_{11}^{-1/2} \ldots RC_{NN}^{-1/2}) \text{RC diag} (RC_{11}^{-1/2} \ldots RC_{NN}^{-1/2}).
\]

This correlation estimate is positive semidefinite and inherits the good robustness properties from the first step correlation estimate used to compute the weights (Lopuhaä, 1999).

### 3.4 Estimation of the BIP–cDCC Model

Estimation of the cDCC model is straightforward, even for moderately large \( N \), and we aim to keep estimation of the model we propose straightforward as well.

Like in the univariate approach, we use M–estimators to estimate \( \alpha \) and \( \beta \). We define the M–estimators for conditional correlation models as the minimizers of the sum of the average value of a \( \rho \)–function, evaluated at the squared Mahalanobis distances and the average value of the log of the determinant of the correlation matrices, i.e.,

\[
\hat{\theta}^M = \text{argmin}_M T (\theta, \rho) \equiv \frac{1}{T} \sum_{t=1}^T \left[ \log \det R_t + \sigma \rho \left( \tilde{S}_t^t R_t^{-1} \tilde{S}_t \right) \right],
\]

where \( \sigma \) is a correction factor. If \( \rho(z) = z \) and \( \sigma = 1 \), we obtain the Gaussian QML estimator as a special case which corresponds to the original estimation method advocated by Engle (2002). From the first order condition of the M–estimator, it is clear that the influence of extremes on the M–estimate depends strongly on the
derivative of the $\rho$–function used:

$$\frac{\partial M_T(\theta, \rho)}{\partial \theta_j} = \frac{1}{T} \sum_{t=1}^{T} \text{Tr} \left[ I_N - \sigma \rho'(\tilde{S}_t' R_t^{-1} \tilde{S}_t) \tilde{S}_t \tilde{S}_t' R_t^{-1} \right] \frac{\partial R_t}{\partial \theta_j} R_t^{-1} = 0, \quad (3.14)$$

where Tr is the trace operator. Since each return $\tilde{S}_t$ is weighted by the derivative of the $\rho$–function evaluated at the squared Mahalanobis distance of $\tilde{S}_t$ in terms of $R_t$, the extreme bias on the estimate will be lower for M-estimators with decreasing $\rho$–functions. The Gaussian QML is very sensitive to additive jumps because in this case $\rho'(\tilde{S}_t' R_t^{-1} \tilde{S}_t) = 1 \forall t$, irrespective of the Mahalanobis distance. Conversely, the M-estimator with $\rho_{t,N,A}$ as defined in (2.7) is less sensitive to extremes, since its derivative $\rho_{t,N,A}'(z) = N/2 + 4/2 + z$ decreases at the rate $1/z$ to zero. The correction factor $\sigma_{N,A}$ in (2.8) makes this estimator consistent in the absence of extremes. For typical values of $N$, we tabulate the correction factor $\sigma_{N,A}$ in Table 1.

The M–estimation procedure of the BIP–cDCC model is similar to the QML estimation of the cDCC since $\bar{Q}$, $\alpha$ and $\beta$ are estimated in an iterative way. It starts with the estimation of $\bar{Q}$ as the reweighted unconditional correlation matrix of $P_1 \tilde{S}_1, \ldots, P_T \tilde{S}_T$ where the diagonal elements of $P_t$ are obtained using the BIP version of (3.7), i.e.,

$$q_{ii,t} = (1 - \alpha - \beta) + \alpha w(s_{i,t-1}^2) q_{ii,t-1} s_{i,t-1}^2 + \beta q_{ii,t-1}. \quad (3.15)$$

The estimator then iterates until convergence through estimation of $\bar{Q}$ as the reweighted correlation of $P_1 \tilde{S}_1, \ldots, P_T \tilde{S}_T$ and Student $t_4$ M-estimation of $\alpha$ and $\beta$ using the BIP–cDCC specification.

### 3.5 Forecasting with BIP-cDCC models

We now have all building blocks to construct robust multivariate volatility forecasts. Unfortunately, multistep forecasts of the covariance matrix cannot be made analytically, because the model is not linear in squares and crossproducts of the data. As an approximation, we follow Engle and Sheppard (2001) by constructing
the BIP–cDCC $r$-step-ahead volatility forecasts as

$$H_{t+r|t} = D_{t+r|t} R_{t+r|t} D_{t+r|t},$$  \hspace{1cm} (3.16)$$

where $D_{t+r|t}$ is the diagonal matrix holding the $r$-step ahead conditional variance forecasts as described in Section (2.4). The correlation forecast $R_{t+r|t}$ is the standardized version of $Q_{t+r|t}$, where the 1-step-ahead forecast is obtained by projecting (3.9) one step into the future and for $r > 1$

$$Q_{t+r|t} = (1 - \hat{\alpha} - \hat{\beta})\hat{Q} + (\hat{\alpha} + \hat{\beta})Q_{t+r-1|t},$$  \hspace{1cm} (3.17)$$
since $E[w_{ks,N}(Z'Z)ZZ'] = I_N$ if $Z \sim N(0, I_N)$.

## 4 Simulation Study of Estimation Precision

Robust estimation of the model parameters is a key feature of the proposed robust covariance forecasting method. In the webappendix we confirm the good finite sample properties (bias and RMSE) of the estimator with a Monte Carlo study and show that, in contrast with the QML estimator, it is not much influenced by jumps in the data.

As noted by a referee, M-estimation of the BIP–cDCC model may become unfeasible if the dimension is very large, mainly due to the inversion of the matrix $R_t$ in (3.8) and (3.13) and/or because the unconditional correlation estimate used in the correlation targeting is ill-conditioned when the cross section size is close to the sample size. A similar observation was made by Engle, Shephard, and Sheppard (2008) and Hafner and Reznikova (2011) for the QML-estimator of the cDCC model. In those cases, we recommend to use a robust version of the MacGyver method proposed by Engle (2009) to obtain accurate estimates of $\alpha$ and $\beta$. When the cross section size is close to the sample size, shrinkage methods should be used to estimate $\overline{Q}$.

The main intuition of the MacGyver method is that, since the dependence structure
of the cDCC model is the same for any submatrix of the covariance matrix, accurate estimates of $\alpha$ and $\beta$ in the $N$-dimensional cDCC model can be obtained as the median of a large number of pairwise estimates of the cDCC-model.\(^8\) In Table 2 we compare the MacGyver QML and BIP M-estimates for $N = 2, 10 \text{ and } 50$. The cDCC parameters $\alpha$ and $\beta$ are 0.1 and 0.8, and the intercept $\bar{Q}$ was chosen to match the unconditional correlation of the daily returns 50 stocks belonging to the S&P 500 index for the period 1991-2011.

Since we are only interested in the estimation precision of the correlation parameters, we follow Engle and Sheppard (2001) and fix the conditional variances to one and only do the second step estimation of the cDCC parameters. Additive jumps are generated as a combination of $0.4\varepsilon T$ equispaced cojumps and a Bernoulli process generating on average $0.6\varepsilon T$ individual jumps. We simulated either 1% or 5% of jumps of size $d = 3$ or 4 (recall that the conditional variances are set to 1) and their sign is set equal to the sign of $Y_t$. For each parameter, we compute the estimation bias and RMSE over 10,000 replications. For the BIP–cDCC, we consider a threshold given by $\delta = 0.975$.\(^9\)

Consider first the panel with the results for the no jumps case ($\varepsilon = 0\%$) and $N = 2$. We see that the RMSE of the robust estimator is for all settings only slightly higher than the RMSE of the maximum likelihood estimator. In the next panels it is shown that this small loss of efficiency in the absence of jumps is compensated with a smaller bias and lower RMSE in the presence of jumps. Additive jumps lead to a downward bias in the QML estimates of the unconditional correlation $\bar{Q}$ and the dependence parameters $\alpha$ and $\beta$. The larger the jumps and the higher the percentage of jumps, the larger the bias is. Jumps have almost no impact on the bias and RMSE of the BIP M–estimator.

For $N > 2$, the estimates of $\alpha$ and $\beta$ are the median of pairwise estimates of the cDCC-model. We see that, when $N$ increases, the RMSE of the QML and BIP

\(^8\)When the total number of possible combinations of 2 assets exceeds 200, we take the median of 200 randomly chosen subsets.

\(^9\)We repeated the simulation for $\delta = 0.95$, but the resulting bias and RMSE were similar as for $\delta = 0.975$. Results reported in this paper are based on programs written by the authors using Ox version 6.0 (Doornik, 2009) and G@RCH version 6.0 (Laurent, 2009).
Table 2: Bias and RMSE of the MacGyver Gaussian QML and robust estimator for the dependence parameters $\alpha$ and $\beta$ of the $N$-dimensional cDCC model in presence of $\varepsilon$ jumps of size $d$ times the conditional standard deviation, with $\delta = 0.975$ and $T = 2000$. For $\overline{Q}$ the average bias and RMSE of the lower diagonal elements are reported.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>QML Bias</th>
<th>QML RMSE</th>
<th>Robust Bias</th>
<th>Robust RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$= 0%$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 2$</td>
<td>-0.003</td>
<td>0.001</td>
<td>-0.010</td>
<td>0.038</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.008</td>
<td>0.004</td>
<td>0.010</td>
<td>0.021</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.001</td>
<td>-0.041</td>
<td>0.051</td>
<td>0.042</td>
</tr>
<tr>
<td>$N = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.001</td>
<td>-0.004</td>
<td>-0.009</td>
<td>0.003</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.004</td>
<td>0.006</td>
<td>-0.013</td>
<td>0.014</td>
</tr>
<tr>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-0.001</td>
<td>-0.005</td>
<td>-0.013</td>
<td>0.001</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.004</td>
<td>0.006</td>
<td>-0.013</td>
<td>0.014</td>
</tr>
</tbody>
</table>

For $N > 2$, $\overline{Q}$ is estimated as the (rewighted) unconditional correlation matrix.

M-estimators of $\alpha$ and $\beta$ decreases substantially. The number of pairs is 45 and 200, for $N = 10$ and $N = 50$, respectively. This explains why the decrease in RMSE is relatively more important for $N = 10$ vs $N = 2$, than $N = 50$ vs $N = 10$. Interestingly, since jumps have a different impact on each pairwise estimate and because of the aggregation using the median, the bias induced by the jumps also reduces when the cross-section becomes larger. In all cases of jump contamination, the RMSE of the robust estimator of the dependence parameters is substantially smaller than the RMSE of the QML estimator.
of $P_1\tilde{S}_1, \ldots, P_T\tilde{S}_T$ with $P_1, \ldots, P_T$ constructed using the MacGyver estimates of $\alpha$ and $\beta$ (see Subsections 3.2-3.4). In Table 2 we report the average bias and RMSE computed on the lower diagonal elements of the estimated unconditional correlation matrix. Since an increase in $N$ reduces the RMSE of the QML estimate of $\alpha$ and $\beta$, we also find a reduction in the RMSE of the classical estimator of $\bar{Q}$ in the presence of jumps. For $N = 50$, the RMSE of the robust and classical estimator are similar, due to the fact that in this simulation study, 60% of the jumps are component-wise leading to a propagation of outliers when the dimension is high. This is consistent with Alqallaf and Zamar (2009) showing that the reweighted correlation estimators have poor breakdown properties in case of independent contamination. In such cases, we recommend to use cellwise weights, as proposed by Van Aelst and Willems (2011).

The results obtained above are for a specific set of dependence parameters, namely $\alpha = 0.1$ and $\beta = 0.8$. In Figures 1 and 2 we report the bias and RMSE of the QML and BIP M-estimators of the bivariate cDCC model when $\alpha$ ranges between 0.03 and 1 and $\alpha + \beta$ is fixed at 0.95. The full line shows the bias and RMSE in case of no jumps. The dotted and dashed lines correspond to the case of 5% of additive jumps of size $d = 3$ and $d = 4$, respectively. In the left panel, we see that jumps induce a large increase in the bias and RMSE of the QML estimator and this increase tends to be larger when the jump size increases. The bias and RMSE of the QML estimate of $\alpha$ (resp. $\beta$) increases for larger values of $\alpha$ (resp. $\beta$). Comparing the left and right panels of Figures 1 and 2, we see that, for all parameter combinations considered, the robust BIP M-estimator has a smaller bias and RMSE than the Gaussian QML-estimator in the presence of jumps. In the webappendix we repeated the same analysis for $\alpha + \beta = 0.98$ and obtained similar results.
Figure 1: BIAS of the Gaussian QML and robust BIP M-estimator for unconditional correlation $\bar{Q}$ and the dependence parameters $\alpha$ and $\beta$ of the 2-dimensional cDCC model in presence of $\varepsilon$ jumps of size $d$ times the conditional standard deviation, with $\delta = 0.975$ and $T = 2000$ and $\alpha + \beta = 0.95$. 
Figure 2: RMSE of the Gaussian QML and robust BIP M-estimator for unconditional correlation $\bar{Q}$ and the dependence parameters $\alpha$ and $\beta$ of the 2-dimensional cDCC model in presence of $\varepsilon$ jumps of size $d$ times the conditional standard deviation, with $\delta = 0.975$ and $T = 2000$ and $\alpha + \beta = 0.95$. 
5 Forecast Evaluation using the Model Confidence Set

Our first application is on forecasting the $r$–step ahead daily conditional covariance matrix of the EUR/USD and Yen/USD exchange rates over the period 2004–2009. The model confidence set (MCS) approach of Hansen, Lunde, and Nason (2011) is used to compare the forecasts. Given a universe of model based forecasts, the MCS allows us to identify the subset of models that are equivalent in terms of forecasting ability, but outperform all the other competing models. The accuracy of the forecasts is evaluated by comparing the forecast with a high–frequency based ex post measure of the daily covariance matrix and a robust loss function.

The next subsections present the set of competing models, the proxy of the true but unobserved covariance, the data, the loss function, and finally the results of our application. Following Hansen, Lunde, and Nason (2011), we set the significance level for the MCS to $\alpha = 0.25$ and 10,000 bootstrap samples were used to obtain the distribution under the null of equal forecasting performance.\(^{10}\)

Set of competing models: We consider eight MGARCH models with a constant conditional mean. The first three models belong to the class of BEKK models proposed by Engle and Kroner (1995). We consider the diagonal BEKK(1,1), the scalar-BEKK(1,1) and the multivariate exponentially weighted moving average (EWMA) model.\(^{11}\) The first two models are estimated by Gaussian QML while the EWMA model does not require any parameter estimation (apart from the mean, set here to the empirical mean). We also consider the constant conditional correlation (CCC) model of Bollerslev (1990) and the (consistent) DCC model, with GARCH(1,1) specifications for the conditional variances. The CCC and cDCC models are estimated by Gaussian QML using the three step–approach described in Section 3.1 (or two–step for the CCC). The last two models are the BIP versions of the CCC

\(^{10}\)Implementation of this test has been done using the Ox software package MULCOM 2.0 of Hansen and Lunde (2011).

\(^{11}\)The EWMA model has been popularised by Riskmetrics (1996) and is widely used by practitioners. See e.g. Bauwens, Laurent, and Rombouts (2006) for the exact specification of these models.
and cDCC models. The first step is common to all three models and consists of the estimation of $N$ BIP–GARCH(1,1) models with variance targeting. The second step corresponds to the estimation of the correlation matrix as described in Section 3.3. We choose $\delta = 0.975$ for the BIP weight functions.

Proxy: We judge the performance of the competing models through the use of a statistical loss function. The evaluation of the forecasting performance of volatility models is challenging since the variable of interest (i.e., the covariance) is unobservable and therefore the evaluation of the loss function has to rely on a proxy. We consider three proxies based on the theory of quadratic variation of Brownian semi-martingale with jumps processes, i.e., the realized covariance (RCov) of Andersen, Bollerslev, Diebold, and Labys (2003), the realized bipower covariation (RBPCov) of Barndorff-Nielsen and Shephard (2004) and the realized outlyingness weighted covariation (ROWCov) of Boudt, Croux, and Laurent (2011a). The motivation for the choice of these proxies is that RCov estimates the total quadratic variation, while RBPCov and ROWCov only estimate the continuous component of the quadratic variation.

Data: Our data consists of daily and 30-minute log–returns computed from the indicative quotes provided by Olsen & Associates, on the Euro (Deutsche Mark before 1999) and the Yen exchange rates expressed in US dollars (EUR and YEN). The sample period goes from January 3, 1995 to December 31, 2009. We removed days with too many missing values and/or constant prices, as well as weekends and holidays when trading is infrequent. The cleaned dataset spans 3819 trading days. One trading day extends from 21.00 GMT on day $t-1$ to 21.00 GMT on date $t$. On equity data, Laurent, Rombouts, and Violante (2011) find that the relative performance of MGARCH models depends strongly on the state of the market. We therefore distinguish between the calm market period of 2004–2006 and the turbulent period of the credit crisis in 2007–2009. The standard deviation of the daily EUR and YPY return

---

12The 30-minute returns are needed to compute the proxies discussed above. Muthuswamy, Sarkar, Low, and Terry (2001), among others, show that, because of non–synchronicity of trading, correlations are biased toward zero if returns on foreign exchange prices are calculated at ultra high frequencies such as five minutes. For our dataset, the correlation in the 5, 10, 15, 30 and daily EUR and YEN returns is 26%, 30%, 31%, 32% and 34%, respectively.
is 59% and 56% in the calm period, but increases to 73% and 87% in the turbulent period. From the daily returns, rolling estimation samples of 2303 observations are used to produce the out–of–sample \( r \)-step ahead daily covariance forecasts, with \( r = 1, \ldots, 10 \). In the webappendix we report the time series and scatter plots of the forecasted cDCC and BIP–cDCC variances and covariances. Overall, we find that the difference in the cDCC and BIP–cDCC variances and covariances tends to be small, except for the period October–November 2008, where the cDCC variance forecast for the Yen/USD is almost double the BIP–cDCC forecast. Carnero, Peña, and Ruiz (2012) document that robust variances of stock returns tend to be smaller than standard GARCH(1,1) variance forecasts. We find a similar result for the exchange rate data: the 1 (10) days ahead GARCH variance forecast is on 63% (58%) and 94% (98%) of the days higher that the BIP-GARCH variance forecast for the EUR/USD and Yen/USD, respectively.

**Loss function:** In the presence of outliers (or jumps), Preminger and Franck (2007) recommend using forecast performance evaluation criteria that are less sensitive to extreme observations. For this reason we rely on the Entrywise 1 – (matrix) norm, defined as follows:

\[
L_{m,t} = \sum_{1 \leq i,j \leq N} |\sigma_{i,j,t} - h_{m,i,j,t}|, \tag{5.1}
\]

where \( L_{m,t} \) is the Entrywise 1 - (matrix) norm of model \( m \) (for \( m = 1, \ldots, 9 \)) and day \( t \), \( \sigma_{i,j,t} \) and \( h_{m,i,j,t} \), indexed by \( i,j = 1, \ldots, N \), refer respectively to the elements of the covariance matrix proxy for day \( t \) (i.e., \( \Sigma_t \)) and covariance forecast of model \( m \) (i.e., \( H_{m,t} \)).

**Results:** Table 5 indicates which models belong to the set of superior forecasting models according to the MCS test. In both the calm and turbulent market regimes,
Table 3: Models that have superior forecasting performance for the RCov, RPBCov and ROWCov of EUR/USD and Yen/USD returns in 2004–2006 and 2007–2009, as indicated by the model confidence set approach.

| r | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| RCov | BIP-cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| BIP-CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| DCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| RM | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Scalar-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Diag-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| RBPCov | BIP-cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| BIP-CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| DCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| RM | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Scalar-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Diag-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| ROWCov | BIP-cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| BIP-CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| cDCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| DCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| CCC | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| RM | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Scalar-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Diag-BEKK | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |

the BIP–cDCC model is selected as having superior forecasting performance for all forecast horizons. Moreover, it always has the smallest value for the loss function. Interestingly, in the calm period a BIP–model without dynamics in the conditional correlations (i.e. the BIP–CCC) often belongs to the set of superior forecasting models. In the turbulent market regime, the RCov and RPBCov are clearly less informative about the best 1-day ahead forecast, since not only the BIP-cDCC, but also the cDCC, DCC, scalar-BEKK and diag-BEKK belong to the model confidence set. But for the ROWCov and for longer horizons (RCov: horizons of at least three days, RPBCov: horizons of at least two days), the BIP-cDCC is the best model according the the MCS procedure.
6 Economic Gains in Portfolio Allocation

Our key empirical application follows from applying the BIP model to the problem of optimal portfolio allocation. We study an investor who adopts a volatility timing strategy where the changes in the ex ante optimal portfolio weights are solely determined by the forecasts of the conditional covariance matrix. The optimal portfolio allocation is supposed to be the minimum variance portfolio; the minimum variance portfolio being the only portfolio on the efficient frontier that is independent of the mean forecast. To make the portfolio allocation more realistic, portfolio weights are required to be nonnegative and less than 10%.\footnote{In the webappendix we verify that relaxing such bound constraints on the portfolio weights has little impact on the conclusions regarding the relative profitability of using the BIP–cDCC vs cDCC covariance forecasts.}

The portfolios are fully invested in equity belonging to the same sector. The initial investment universe consists of all S&P 500 stocks on July 31, 2010. Stocks with missing data at the start of the estimation period and sectors with less than ten stocks in the investment universe are removed.\footnote{See the webappendix for the list with tickers.} We study the portfolio performance gains obtained by allocating the sector portfolios based on the BIP–cDCC covariance forecasts instead of the forecasts from the baseline cDCC model, over the period January 2004 – July 2009.\footnote{We repeated the analysis for the BIP–CCC vs CCC covariance forecasts and obtained similar conclusions.}

Because of the high dimensionality of the covariance estimates, the dependence parameters in the correlation process are estimated using the MacGyver method. Summary statistics of the rolling estimates of $\alpha$ and $\beta$ are reported in Table 4. We see that in all cases, the range of estimates of $\alpha$ and $\beta$ is much more narrow for the BIP–cDCC method than for the cDCC method. Furthermore, the average estimate of $\beta$ is for all sectors higher using the BIP–cDCC method than when using the cDCC estimator. Finally note the higher stability of the BIP–cDCC covariance and variance forecasts compared to the cDCC forecasts, as indicated by the first order autocorrelation of the forecasted series.

We split up the evaluation sample in the calm period of 2004–2006 and the turbulent
Table 4: Summary statistics on rolling estimates of the correlation dependence parameters, $\alpha$ and $\beta$, obtained using the cDCC and BIP-cDCC model. The last two columns report the average first order autocorrelation of the covariance ($h_{i,j}$) and variance ($h_{ii}$) forecasts.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta}$</th>
<th>Mean AC(1)</th>
<th>$\hat{h}_{i,j}$</th>
<th>$\hat{h}_{ii}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>mean</td>
<td>max</td>
<td>min</td>
<td>mean</td>
</tr>
<tr>
<td>Cons. Discret. cDCC</td>
<td>0.005</td>
<td>0.009</td>
<td>0.018</td>
<td>0.933</td>
<td>0.980</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.006</td>
<td>0.008</td>
<td>0.028</td>
<td>0.978</td>
<td>0.990</td>
</tr>
<tr>
<td>Cons. Staples cDCC</td>
<td>0.006</td>
<td>0.009</td>
<td>0.012</td>
<td>0.852</td>
<td>0.931</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.006</td>
<td>0.008</td>
<td>0.010</td>
<td>0.989</td>
<td>0.991</td>
</tr>
<tr>
<td>Energy cDCC</td>
<td>0.007</td>
<td>0.013</td>
<td>0.025</td>
<td>0.959</td>
<td>0.983</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.010</td>
<td>0.015</td>
<td>0.020</td>
<td>0.979</td>
<td>0.984</td>
</tr>
<tr>
<td>Financials cDCC</td>
<td>0.011</td>
<td>0.017</td>
<td>0.029</td>
<td>0.900</td>
<td>0.948</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.012</td>
<td>0.015</td>
<td>0.021</td>
<td>0.974</td>
<td>0.981</td>
</tr>
<tr>
<td>Healthcare cDCC</td>
<td>0.006</td>
<td>0.010</td>
<td>0.014</td>
<td>0.899</td>
<td>0.941</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.006</td>
<td>0.007</td>
<td>0.009</td>
<td>0.990</td>
<td>0.992</td>
</tr>
<tr>
<td>Industrials cDCC</td>
<td>0.005</td>
<td>0.009</td>
<td>0.027</td>
<td>0.933</td>
<td>0.985</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.009</td>
<td>0.012</td>
<td>0.020</td>
<td>0.978</td>
<td>0.987</td>
</tr>
<tr>
<td>IT cDCC</td>
<td>0.005</td>
<td>0.008</td>
<td>0.017</td>
<td>0.952</td>
<td>0.983</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.010</td>
<td>0.012</td>
<td>0.016</td>
<td>0.983</td>
<td>0.987</td>
</tr>
<tr>
<td>Materials cDCC</td>
<td>0.007</td>
<td>0.013</td>
<td>0.025</td>
<td>0.959</td>
<td>0.983</td>
</tr>
<tr>
<td>BIP-cDCC</td>
<td>0.009</td>
<td>0.011</td>
<td>0.014</td>
<td>0.986</td>
<td>0.989</td>
</tr>
</tbody>
</table>

For all sectors, the cDCC and BIP-cDCC estimates of $\alpha$ and $\beta$ are significantly different at a 99% confidence level, using the t-test and Wilcoxon tests.

years 2007–2009. Forecasts of the conditional covariance matrix at time $t$ are based on the data from January 1994 up to $t-1$. We measure the portfolio performance in two ways. First we look at the mean and standard deviation of the out-of-sample daily gross returns. The net return for an investor corresponds to these gross return performance measures, from which the transaction costs are deducted. As an indicator for the transaction costs, we report in Table 5 also the average portfolio turnover. The daily portfolio turnover is defined as the percentage of wealth traded that day: $\kappa_t = |w_t - w_{t+1}|/\iota$, where $w_t$ is the vector of weights at the rebalancing period $t$ and $w_{t+1}$ is the vector of weights before rebalancing at $t$ and $\iota$ is a vector of ones. Finally, we report in Table 5 the difference in Sharpe ratios of the minimum variance portfolios constructed using the proposed robust method versus the classical method in the presence of a proportional transaction cost $f$. Then, the
daily evolution of the wealth invested is given by

\[ W_{t+1} = W_t (1 - f \cdot \kappa_t)(1 + p_t), \]

(6.1)

with \( p_t \) the portfolio return on trading day \( t \) and \( W_0 = 1000 \) USD. Following Balduzzi and Lynch (1999), the transaction cost per dollar of portfolio value \( f \) is set to either 0, 1e-4 or 1e-3 USD.

Similarly as in Engle and Colacito (2005), we test for significant differences between the daily portfolio returns, squared returns and turnover using a Diebold and Mariano (1995) type test. It regresses the daily differences between the performance measures of two portfolio methods on a constant and tests whether the estimated constant is significantly different from zero using a Newey-West standard error. The significance of the difference in Sharpe ratio is evaluated using the test of Jobson and Korkie (1981) and Memmel (2003), which uses also Newey-West standard errors. Similar results were obtained when testing using the bootstrap procedure of Ledoit and Wolf (2008).

Note first in Table 5 that the use of the BIP method has no significant impact on the average gross portfolio return, but for most sectors it reduces significantly the portfolio standard deviation. For 11 out of the 16 portfolios considered, the BIP method has a positive impact on the Sharpe ratio, but the impact is not statistically significant. This does not mean that there is no profit for the investor in using the BIP procedure, since the BIP conditional covariance matrices are more stable, resulting in lower portfolio churn and thus lower transaction costs. Indeed, we see that, except for the portfolio invested in the IT sector in 2004-2006, the portfolio turnover is always significantly larger for the classical portfolio than for the robust portfolio. Therefore, even if both procedures have a similar out-of-sample mean return and standard deviation, net of transaction costs, the BIP procedure potentially yields more profits overall. This is illustrated in the last two columns of Table 5. When the Sharpe ratio is computed on the returns net of a 0.1% proportion transaction costs, the difference in Sharpe ratio between the robust and classical allocation method is (except for the IT sector) always positive, and for some sectors
Table 5: Summary statistics on out-of-sample performance of minimum variance portfolios based on the BIP-cDCC vs cDCC model: gross returns (annualized mean, standard deviation), portfolio turnover and difference in annualized Sharpe ratio when the proportional trading cost is $\kappa$.

<table>
<thead>
<tr>
<th></th>
<th>cDCC</th>
<th>BIP-cDCC</th>
<th>$\Delta$ SR BIP-cDCC vs cDCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SD</td>
<td>mean</td>
</tr>
<tr>
<td>2004-2006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons.Discret.</td>
<td>0.101</td>
<td>0.098***</td>
<td>0.151***</td>
</tr>
<tr>
<td>Cons.Staples</td>
<td>0.090</td>
<td>0.089*</td>
<td>0.289***</td>
</tr>
<tr>
<td>Energy</td>
<td>0.325</td>
<td>0.233***</td>
<td>0.334***</td>
</tr>
<tr>
<td>Financials</td>
<td>0.209</td>
<td>0.118***</td>
<td>0.474***</td>
</tr>
<tr>
<td>Healthcare</td>
<td>0.076</td>
<td>0.114</td>
<td>0.330***</td>
</tr>
<tr>
<td>Industrials</td>
<td>0.129</td>
<td>0.106***</td>
<td>0.346***</td>
</tr>
<tr>
<td>IT</td>
<td>0.111</td>
<td>0.132</td>
<td>0.165***</td>
</tr>
<tr>
<td>Materials</td>
<td>0.165</td>
<td>0.146***</td>
<td>0.270***</td>
</tr>
<tr>
<td>2007-2009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cons.Discret.</td>
<td>-0.179</td>
<td>0.262***</td>
<td>0.186***</td>
</tr>
<tr>
<td>Cons.Staples</td>
<td>-0.018</td>
<td>0.188***</td>
<td>0.314***</td>
</tr>
<tr>
<td>Energy</td>
<td>-0.036</td>
<td>0.439***</td>
<td>0.305***</td>
</tr>
<tr>
<td>Financials</td>
<td>-0.124</td>
<td>0.346*</td>
<td>0.359***</td>
</tr>
<tr>
<td>Healthcare</td>
<td>0.009</td>
<td>0.214***</td>
<td>0.350***</td>
</tr>
<tr>
<td>Industrials</td>
<td>-0.068</td>
<td>0.264***</td>
<td>0.373***</td>
</tr>
<tr>
<td>IT</td>
<td>-0.028</td>
<td>0.282***</td>
<td>0.264***</td>
</tr>
<tr>
<td>Materials</td>
<td>-0.045</td>
<td>0.311***</td>
<td>0.243***</td>
</tr>
</tbody>
</table>

***, ** and * indicate significant differences between BIP-cDCC and cDCC at the 1%, 5% and 10% level respectively.

7 Conclusion

We propose the BIP-cDCC model for multivariate volatility forecasting in the presence of once-off events causing large changes in prices whilst not affecting volatility dynamics. Under this model, extremes have a bounded impact both on the parameter estimates and the volatility forecasts. In an application to forecasting the covariance matrix of the daily returns on the EUR/USD and Yen/USD exchange rates, the BIP-cDCC model always belongs to set of superior forecasting models. Furthermore, for most forecast horizons, it is identified as the best model by the
model confidence set approach of Hansen, Lunde, and Nason (2011). We also show that for minimum variance allocation of sector portfolios on US stocks, the BIP covariance forecasts reduce significantly the portfolio turnover, while not deteriorating the out-of-sample portfolio return performance.

Throughout the paper we focused on using the BIP–GARCH(1,1) model for univariate volatility forecasting. A natural extension is to consider volatility models with leverage effects, such as the asymmetric power ARCH model of Ding, Granger, and Engle (1993) or the GJR model of Glosten, Jagannathan, and Runkle (1993), provided the models are adapted such that lagged returns have a bounded impact on future volatility.

A further limitation of the paper is that we only considered one type of outliers, namely those corresponding to price jumps caused by large once-of events. As noted e.g. in Tsay, Peña, and Pankratz (2000), there exist other definitions of outliers in multivariate time series.

We leave further work along these lines for future research.
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